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 Online Robot Learning: Adapt  mixture models (GMM/ 
MPPCA/ HMM) online with the streaming movement data

 Challenges: Computational overhead of sampling-based and 
variational techniques limits the widespread use of Bayesian non-
parametric mixture models

 Solution: Small variance asymptotic (SVA) analysis of Bayesian 
non-parametric mixture models for online learning

 Applications: Semi-autonomous teleoperation, robot learning 
from humans, motion segmentation, subspace tracking and more ...

Non-Parametric Online Learning

Online Dirichlet Process Gaussian 
Mixture Model (DP-GMM)

Online Dirichlet Process Mixture of Probabilistic 
Principal Component Analysis (DP-MPPCA)

Given streaming data                    with              , update model 
parameters          upon observation of         .
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cluster assignment prior: mean prior:

SVA on the Gibbs sampler yields the online DP-GMM

Likelihood: Likelihood:

hierarchical exponential prior on

SVA on the partially collapsed Gibbs sampler yields the online DP-MPPCA

Online Bayesian Non-Parametrics under SVA,  

online DP-GMM online DP-MPPCA

HDP-HSMM with DP-MPPCA  [1] motion synthesisdemonstrations

cluster assignment:

parameters update:

loss function:

cluster assignment:

parameters update:

loss function:
Limitation:  Scalable for large scale applications, but cannot encode 
variance in the data with isotropic Gaussians. 

Solution:  Project the data in low-dimensional subspace and discard 
the redundant dimensions by SVA in a non-parametric manner.

 Scalable non-parametric online learning to adapt the model on 
the fly with simple deterministic updates

 Number of clusters and subspace dimension of each cluster  
adapt with streaming data and the penalty parameters act as 
regularization terms

 Temporal patterns are incorporated using online hierarchical 
Dirichlet process hidden semi-Markov model (HDP-HSMM) [1]

 Learning the model online from a few human demonstrations is 
a pragmatic approach to teach new skills to robots

Summary
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clustering non-stationary dataonline task-parameterized robot learning 

[solved using eigendecomposition
of size                                      ]


