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Abstract. A fundamental challenge in manipulating fabric for clothes
folding and textiles manufacturing is computing “pick points” to effec-
tively modify the state of an uncertain manifold. We present a super-
vised deep transfer learning approach to locate pick points using depth
images for invariance to color and texture. We consider the task of bed-
making, where a robot sequentially grasps and pulls at pick points to
increase blanket coverage. We perform physical experiments with two
mobile manipulator robots, the Toyota HSR and the Fetch, and three
blankets of different colors and textures. We compare coverage results
from (1) human supervision, (2) a baseline of picking at the uppermost
blanket point, and (3) learned pick points. On a quarter-scale twin bed,
a model trained with combined data from the two robots achieves 92%
blanket coverage compared with 83% for the baseline and 95% for hu-
man supervisors. The model transfers to two novel blankets and achieves
93% coverage. Average coverage results of 92% for 193 beds suggest that
transfer-invariant robot pick points on fabric can be effectively learned.
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1 Introduction

Fabric manipulation remains challenging for robots, with real-world applications
ranging from folding clothing to handling tissues and gauzes in robotic surgery. In
contrast to rigid objects, fabrics have infinite dimensional configuration spaces.
In this work, we focus on computing suitable pick points for blankets that facil-
itate smoothing and coverage.

Designing an analytic model is challenging because a blanket is a complex
manifold that may be highly deformed, wrinkled, or folded. We present an ap-
proach based on deep learning to find pick points from exposed blanket corners,
where the blankets are strewn across a flat surface (Figure 1). We use depth
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Fig. 1. System overview: the depth image from the robot’s head camera sensors is
passed as input to the grasp neural network. The output is the pixel-space pick point
(x; y), marked by the red circle in the depth and RGB image pair. The robot grasps at
the blanket location corresponding to the pick point, and pulls it towards the nearest
uncovered bed surface corner (to the lower right in this example).

images as the input modality for invariance to different colors and patterns
(Figure 2).

Consider bed-making with a mobile manipulator. Bed-making is a common
home task which is rarely enjoyed and can be physically challenging to senior
citizens and people with limited dexterity. Surveys of older adults in the United
States [1, 7], suggest that they are willing to have a robot assistant in their homes,
particularly for physically demanding tasks. Bed-making is well-suited for home
robots since it is tolerant to error and not time-critical [2, 8]. While prior work
has designed robotic beds equipped with pressure sensors to anticipate patient
pose [28] or to lift people in and out of bed [23], we apply deep transfer learning
to train a single-armed mobile robot with depth sensors to cover a bed with
a blanket, without relying on sophisticated bed-related sensors or mechanical
features.

The contributions of this paper include: (1) a deep transfer learning approach
to selecting pick points that generalizes across robots and blankets, and (2) a
formalization of robot bed-making based on pick points and maximizing blanket
coverage. We present experimental data from two robots, three blankets, and
three pick point methods, demonstrating that learned pick points can achieve
coverage comparable to humans. Code and data are available at https://sites.
google.com/view/bed-make.

2 Related Work

Fabric manipulation has been explored in a variety of contexts, such as in assis-
tive and home robotics through sewing [26], ironing [18], dressing assistance [13,
5], and folding of towels and laundry [22, 29].

Early research in manipulating fabric used a dual-armed manipulator to hold
the fabrics in midair with one gripper, using gravity to help expose borders and
corners for the robot’s second gripper. Osawa et al. [24] proposed the pick point
technique of iteratively re-grasping the lowest hanging point as a subroutine to
flatten and classify clothing. Kita et al. [15, 16] used a deformable object model
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to simulate hung clothing, allowing the second gripper to grasp at a desired
point.

Follow-up work generalized to manipulating unseen articles of clothing and
handling a wider variety of initial cloth configurations. For example, Maitin-
Shepard et al. [19] identified and tensioned corners to enable a home robot to
fold laundry. Their robot grasped the laundry fabric in midair and rotated it to
obtain a sequence of images, and used a RANSAC [9] algorithm to fit corners
to cloth borders. The robot then gripped any corner with its second gripper,
let the cloth settle and hang, and gripped an adjacent corner with its original
gripper. Cusumano-Towner et al. [3] followed-up by improving the subroutine
of bringing clothing into an arbitrary position. They proposed a hidden Markov
model and deformable object simulator along with a pick-point strategy of re-
grasping the lowest hanging point. Doumanoglou et al. [4] extended the results
by using random forests to learn a garment-specific pick point for folding. These
preceding papers rely on gripping the fabrics in midair with a dual-armed robot.
In contrast, we focus on finding pick points on fabric strewn across a horizontal
surface. Furthermore, the fabrics we use are too large for most dual armed robots
to grip while also exposing a fabric corner in midair.

Recently, pick points for fabric manipulation have been learned via reinforce-
ment learning in simulation and then conducting sim-to-real transfer. Thanan-
jeyan et al. [31] developed a tensioning policy for a dual-armed surgical robot
to cut gauze. One arm pinched the gauze at a pick point and pulled it slightly.
The resulting tension made it easier for the second arm, with a scissor, to cut
the gauze. Pick points were selected by uniformly sampling candidates on the
gauze and identifying the best one via brute force evaluation. Matas et al. [21]
benchmarked a variety of deep reinforcement learning policies for grasping cloth
in simulation, and showed transfer to physical folding and hanging tasks. Their
policy outputs a four dimensional action, where the first three are gripper ve-
locities and the last one represents the opening or closing of the gripper for
finalizing pick points. Running pure reinforcement learning on physical robots
remains difficult due to wear and tear. Thus, these approaches for learning pick
points often rely on having accurate environment simulators, but these are chal-
lenging to design and not generally available off-the-shelf for robotics tasks.

Additional fabric manipulation techniques include trajectory transfer and
learning from image-based wrinkles. Schulman et al. [27] propose to adapt a
demonstrated trajectory (including pick points) from training time to the geome-
try at test time by computing a smooth, nonrigid transformation. This technique,
however, assumes that a nonrigid transformation is possible between two point
clouds of the deformable object, which is not generally the case for two different
blanket setups. Jia et al. [12] present a cloth manipulation technique which learns
from image histograms of wrinkles. While they showed impressive human-robot
collaboration results in flattening, folding, and twisting tasks, their dual-armed
robot grasped two cloth corners at initialization and kept the grippers closed
while moving the arms. Thus, the pick point decision is pre-determined, whereas
we learn pick points using deep learning on depth maps.
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Fig. 2. Quarter-scale bed with blue bottom sheet and three different blankets: white
(left), multicolored yellow and blue (Y&B) pattern (middle), and teal (right). The
system is trained on depth images (bottom row).

3 Methodology

Problem Statement We assume a mobile robot with an arm, a gripper, and
color and depth cameras. We assume the robot can position itself to reach any-
where on the half of the bed closest to its position. Let �θ : R640×480 ! R2 be
a function parameterized by � that maps a depth image ot 2 R640×480 at time
t to a pick point ut = �θ(ot) for the robot. We are interested in learning the
parameters � such that the robot grasps at the pick point and pulls the blanket
to the uncovered bed frame corner nearest to it.

We represent the resulting blanket configuration with an occupancy function
� : R3 ! f0; 1g to determine if a point is part of the blanket or not. Let c : � ! R
be a function representing a desired performance metric. We define c(�) as blanket
coverage, and measure it from a top-down camera as the percentage of the top
bed plane covered by blanket �.

3.1 Setup

Figure 1 shows an overview of the system. A depth image is presented to a grasp
network (described in Section 3.2) which estimates the location of a suitable pick
point. The robot then moves its gripper to the location, closes it, and pulls in the
direction of the nearest uncovered corner of the bed frame. Due to the stochastic
nature of the task, the robot may not be able to achieve sufficient coverage in a
single attempt. For example, the blanket may slip out of the robot’s grip during
pulling. The robot uses a bed coverage heuristic to decide if it should attempt
another grasp and pull at the same side. In this work, we limit the robot to four
attempts at each of the two sides of the bed.
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Fig. 3. The grasp network architecture. From a (448 × 448 × 3)-sized input image,
we use pre-trained weights to obtain a (14 × 14 × 1024) tensor. The input is resized
from the original (640× 480) depth images. We triplicate the depth image along three
channels for compatibility with pre-trained weights. The notation: “-s2” indicates a
stride of two, and two crossing arrows are a dense layer.

3.2 Grasp Network for Pick Points

The robot captures the depth image from its head camera sensors as observation
ot. We define a grasp network �θ as a deep convolutional neural network [17]
that maps from observation ot to a pixel position ut = (x; y) where the robot
will grasp (i.e., the pick point). We project this point onto the 3D scene by first
measuring the depth value, z, from the corresponding depth image. We then
project (x; y; z) using known camera parameters, and set the gripper orientation
to be orthogonal to the top surface of the bed.

The network �θ is based on YOLO [25], a single shot object detection network
for feature extraction. We utilize pre-trained weights optimized on Pascal VOC
2012 [6]. We call this network YOLO Pre-Trained, and show its architecture in
Figure 3. We fix the first 32 million parameters from YOLO and optimize two
additional convolutional layers and two dense layers.

Since YOLO Pre-Trained has weights trained on RGB images and we use
depth images with the single channel repeated three times to match RGB di-
mensions, we additionally tested full training of YOLO without fixing the first
32 million parameters. This, however, converged to a pixel error twice as large.

4 Data and Experiments

We use two mobile manipulator robots, the HSR [11] and the Fetch [32] (see
Figure 4) to evaluate the generality of this approach. The HSR has an omni-
directional base and a 3 DoF arm. The Fetch has a longer 7 DoF arm and a
differential drive base. Both robots have PrimeSense head camera sensors with
RGB and depth sensors. The robot’s task is to make a quarter-scale bed with
dimensions W = 67 cm, H = 45 cm, and L = 91 cm. The bed consists of one
blanket with area slightly larger than the top surface so that a human can com-
fortably cover it. One end of the blanket is fixed to one of the shorter sides of
the bed frame to simulate two corners being tucked under a mattress. Figure 4
shows a third-person view of the experimental setup with both robots.




